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Tevatron Fermilab 1995 



Hiqqs boson 

M(H) > 114 GeV  As a result of LEP II experimental run 

  M(H) < 160 GeV  Higher threshold from LEP and Tevatron 

      experimental data analysis 

Main and last particle of the SM 
(LHC – 2011-2013 ~ 125.25 GeV) 

 

Nature of the spontaneous breakdown mechanism of the electroweak 

calibration invariance requires its existence as a scalar particles due to 

that it should give a mass to W and Z bosons. 



Experimental Physiology, Volume: 105, Issue: 3, Pages: 401-407, First published: 14 January 2020, DOI: (10.1113/EP088292)  



Initial proposal 

Final decision 



Parameters of the proton beam 

Speed of proton in the ring: v = 0,99999998 c; 

Energy of proton beam= 7 TeV 10-6 J, it is close to the 
kinetic energy of the single flying mosquito 

Full energy in the LHC ring: 

2808 bunches  1011 proton/bunch  7 TeV/proton = 360 MJ 

Kinetic energy of the big aircraft carrier moving with speed 8 
knot! 

 

 



50-175 meters depth 

Energy and luminosity of LHC: 
10-14  Tev pp collision  (maximum luminosity L=1034cm-2sec-1)  
4-5.5 TeV PbPb collision  (maximum luminosity L=1027cm-2sec-1) 



Quark-Gluon Plasma 



http://lhc-first-beam.web.cern.ch/lhc-first-beam/Welcome.html 

 

“A historic moment in the CERN Control Centre: the beam was successfully  

steered around the accelerator.” 





(WWW) – First PC – CERN Microcosm Museum 

First reaction from CERN Administration was: “Looks vague, but exciting” 



Control room 



Nature volume 469, pages 282–283 (2011) 
https://doi.org/10.1038/469282a 

https://www.nature.com/










• Data-center AZ-IFAN was established in 2008 within the active 
support of CERN, Azerbaijan National Academy of Sciences and its 
main institute providing IT technologies – Institute of Information 
Technologies.   

• GRID, cluster and cloud technologies are main directions of the 
development of our data center. 

• AZ-IFAN users are able to solve their problems in the field of high 
energy physics, nanotechnologies and etc. thanks to established 
opportunities for them by the data center. 

• The center is developing mainly thanks to efficient collaboration 
with CERN and local governmental and research units. 

AZ-IFAN 



Infrastructure of AZ-IFAN consists of high-productive 
blade servers Supermicro, as well as blade server IBM, 
supplied by Baku Institute of Information 
Technologies. 
 
Storage ~300 TB.  
Number of kernels 700. 
Internet speed 1 gb/ps 
Local network 1 gb/ps 



 
AZ-IFAN operates in regime 24/7.   

Equipment protection is achieved thanks to sufficient number of UPSs  
and other protecting installations.  

 
Climate control system preserves the temperature on the level: 18 0 C.  



Necessary monitoring and administration of the data center resources are implemented  
thanks to local system ZABBIX 

and special software package from Supermicro server 



Infrastructure of the data center can be formally divided 
to the following segments: 
 
•Computational cluster 
•GRID infrastructure 
•Cloud infrastructure 

User Web interface 

Computational 
media 

(OpenNebula) 

HTCondor Cluster Scheduler 
 +  

HTCondor CE Computational 
Element 

Local computational element       webpage (at present in reorganizational state) 



Applied software support from the computational cluster of the 
Institute of Physics: 
 
The package Abinit  — freeware software that is used widely for computation 
of the full energy, electron density etc.  
It is installed with support of Open MPI. 
 
The package Wien2k— it is a computer program written in Fortran which 
performs quantum mechanical calculations on periodic solids.  
It is installed with support of FFTW. 
 
The package Quantum Espresso  - it is a freeware package being used for 
first-principles electronic-structure calculations and materials modeling. 
It is also installed with support of Open MPI. 
 

 



Kohn-Sham equation 

This equation being main equation of the quantum chemistry  
looks like Schrödinger equation, but it is only Schrödinger-like. 
Walter Kohn having bachelor and MSC background in applied mathematics  
and PhD title in theoretical physics received a 1998 year Nobel prize in chemistry 
exactly for this equation that allows to perform solid state software computations  
for the many-body quantum systems, which are sufficiently complex and for today  
their exact solutions are impossible. 



Monitoring data of AZ-IFAN GRID site 
By using ATLAS web-portal 



Thank You! 


