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CINECA pillars

SUPPORT FOR
RESEARCH & INNOVATION

SERVICES FOR
UNIVERSITY & MIUR

TECHNOLOGY TRASNFER

High Performance Computing 
and Data Analytics,

Scientific Visualization,

Virtual Interactive 
Environments, 

Research and development, 
Education and Training

Workflow Innovation, 
Dematerialisation,

Security,

Services and Solutions for 
University Administration and 

Ministry of Education, 
University and Research

Numerical Experiments,
Prototyping, 

Problem Solving, 

Machine Intelligence, 
Health and Research Clinics, 

Numerical Forecasting
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10 billions
computing hours 

over last 3 years

2000
active HPC users

4000
current HPC projects

500
courses and schools 

students
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Scientific Use-cases e Innovation Objectives

Users

Application 
Software

System 
Software

Hardware

Technical Impacts

Smart Cities

Meteo/Climate

Precision 
Medicine

Disaster
Recovery

CyberSecurity

Economy & Society

New  materials

Astronomy and Space

Drug Design

Quantum Computing

Particle Physics/ Nuclear Fusion

BioInformatics/Genomics

Artif icial Inteligence

Scientific Use-cases



HPC infrastructure

Energy efficiency / HPC Technologies Co-Design

HPC Center of Excellence

Life Science

Digital infrastructure

Environment

Multimedia / Cultural 
Heritage

Big Data / AI / ML

Partecipation H2020 and HE Current Active Projects
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EuroHPC Joint Undertaken

32 participating countries

(Serbia joined recently)

The European Union

(represented by the 
European Commission)

Private partners
(represented by industry 

associations)

European Declarationon High Performance Computing,

Declarationsigned in Rome 23/03/2017by:
Italy, France, Germany, Luxembourg, Netherland, Portugal, Spain
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EuroHPC JU – Mission, Governance, and Funding
Mission: Establish an integrated worldclass supercomputing & data infrastructure and support a highly competitive and 

innovative HPC and Big Data ecosystem

Intelligence 
Gathering

Decision Making 
& Advice

Implementation

Stakeholders
[academia, industry]

• Users forum

• Technology forum

• Supercomputing

Centers

• Research Centers

• Universities

• Tech Companies

Governing Board
Public members

The decision making Board

Industrial & Scientific 

Advisory Board

Research & Innovation 
Advisory Group (RIAG)

Infrastructure Advisory
Group (INFRAG)

Acquire an integrated world-class supercomputing infrastructure R&I for a competitive HPC/BD ecosystem

HPC Machines

R&I Activities

PRACE Activities

GEANT Activities

...

1.98 B€
- Infrastructure
- Federation of HPC services

- Widening usage and skills

900 M€
- Technology
- Applications

- International cooperation

200 M€
- Hyperconnectivity
- Data connectivity

Total budget

1.5 B€ in 2019-2020
7 B€ in 2021-2027

3 B€ Participating States 900 M€ in-kind 

contributions 

from Private 

Members
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European Supercomputers

Pre-exascale

(200-400 PF)

Exascale >2024

(1000-2000 PF)

3 pre-exascalesupercomputers:

• MareNostrum 5, ES
• Leonardo, IT
• LUMI, Nordic Countries

?

Post-Exascale

>2027 Italy?
(2000-5000 PF)

5 peta-scale supercomputers:

• Discoverer, BG
• Deucalion, PT
• Vega, SI

• Meluxina, LU
• Karolina, CZ

1 exascale supercomputers (2024):

• JUPITER, DE

720 M€ total EU investment

4 mid-range supercomputers (2023):

• Daedalus, GR
• Levente, HU
• Capsir, IR

• Ehpcpl, PL

Peta-scale/Mid-range

(5-20 PF)









Attract SMEs





Cineca HPC infrastructure

Marconi100 Marconi

Galileo100Pico
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Leonardo Supercomputer & Quantum Computing



Post-exascale Projection

FERMI

2022-2027 2028-2032

Same computing power

2012-2015

Post-exascaleLEONARDO
Same computing power

Italy avg. total performance ranked 7th Staying competitive (top 5)

Yearly users: 1900 --- 3800 Yearly users: 2x



TECNOPOLO - Construction site

Manifattura Tabacchi
At the Tecnopolo in Bologna,

1950s structure designed by Pier Luigi Nervi
19



Capannone Miscela C2 - LEONARDO

Botte B5 - INFN Data center 

Technological tunnels

Technological center G1

Data Hall Leonardo

Ballette

Capannone 

Miscela C2

MEP connections

TECNOPOLO
CINECA / INFN

20



Supercomputer Leonardo
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Leonardo Supercomputer & Quantum Computing

Quantum Comp.
200 qubit (2024)
500 qubit (2025)



Booster Module

3456 compute nodes

4x NVIDIA A100-64 GPUs

240 PF HPL

Storage High 

performance Tier
106 PB, 620 GB/s

Storage Fast Tier
5.4 PB, 1.4 TB/s

Data Centric Module

1536 compute nodes

2x Intel SPR CPUs, 

512 GB DDR5, NVM

9 PF HPL

Front-end 
partition

Login nodes
Visualiz. nodes

Facility distribution and routing

Low Latency Interconnect 200Gb/s

GPU Module Lisa

500 compute nodes

4x GPUs / node

>100 PF HPL

Low Latency Interconnect 400Gb/s

CPU Module Lisa

1000 compute nodes

2x CPUs + HMB / node

>6 PF HPL

Gateway
2.5 Tb/s

Internet and GeantEthernet

InfiniBand

Storage
data-lake Tier

100 PB

Ethernet Interconnect 400Gb/s

Leonardo

Lisa TBD
DC Casalecchio



Quantum Computing

CINECA plans to acquire a Quantum Computer

Initially the QC will be an experimental and 

dedicated system but the idea is to use QC as an 

accelerator of Leonardo

Some QC technologies are under investigation

It will be considered QC European technologies

Time frame: installation H2-2024

Total investments will be in the order of

20M



Upgrade Galileo100

CINECA plans to upgrade G100

Leonardo will remain a conventional
HPC system

G100 will be upgraded to become an 

important cloud asset

G100 will stay in the Casalecchioarea

Time frame: installation 2024

Most of the investments will be used for 
the cloud partition

Total investments will be in the order 

of:

Upgrade

10M
26



Cloud HPC relevant use cases

• Real-time data projects (e.g., data coming from sensors)

o Acting as computing and data repository backend

o Leveraging fast IO storage (full flash) for NoSQL DB

o Supporting MQTT publish/subscribe messaging pattern

• Workloads processing sensitive data

o Leveraging LUKS volume encryption directly from the 

dashboard

o Completely transparent to users (no key managing hurdle)

• Projects requiring huge amount of data (e.g., coming from HPC 

simulations) to be exposed on the web

o Full stack software can be deployed to address the use case

o And many other where environment flexibility is key

o Data analysis framework

o Monitoring

o Backup

Volume Encryption

self provisioning, managed via dashboard or 
CLI

Filesystem share (Manila)

Self provisioning FS shared among VMs or 
projects

Magnum

Engine for container orchestration

Load Balancer (Octavia)

self provisioning, managed via dashboard or 
CLI

GPU computing

self provisioning, managed via dashboard or 
CLI



Meet Monte Cimone – First HPC-like RISC-V Cluster

Question: How mature is the RISC-V ecosystem? Is the RISC-V ecosystem mature 
enough to build HPC production clusters?

We designed and built Monte Cimone, the first physical prototype and 
test-bed of a complete RISC-V (RV64) compute cluster integrating

compute, interconnect, a complete software stack for HPC and a full-

featured system monitoring infrastructure. 

This work:

4x E4 RV007 1U Custom Server Blades:
• 2x SiFive U740 SoC with 4x U74 RV64GCB cores
• 16GB of DDR4

• 1TB node-local NVME storage
• PCIe expansion card w/InfiniBand HCAs

• Ethernet + IB parallel networks



Capacity 
improvement

Dr. Mirko Cestari

HPC and Cloud Technology team coordinator

CINECA, www.cineca.it

Mail: m.cestari@cineca.it

Thank you
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